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ABSTRACT
With the development of the Service Oriented Architecture
(SOA), organizations are able to compose complex applica-
tions from distributed services supported by third party provi-
ders. Under this scenario, large data centers provide services
to many customers by sharing available IT resources. This
leads to the efficient use of resources and the reduction of
operating costs. Service providers and their customers often
negotiate utility based Service Level Agreements (SLAs) to
determine costs and penalties based on the achieved perfor-
mance levels. Data centers often employ an autonomic com-
puting infrastructure and use a centralized dispatch and con-
trol component (a dispatcher) to distribute the user requests
to backend servers, and to set the scheduling policies at each
server. This dispatcher can also decide to turn ON or OFF
servers depending on the system load. This paper designs a
set of dispatching and control policies for the dispatcher in
such service oriented environments. The objective is to max-
imize the provider’s profits associated with multiple class of
SLAs. We show that the overall problem is NP-hard, and de-
velop meta-heuristic solutions based on the tabu-search algo-
rithm. Experimental results are presented to show the benefits
of our approach.

Categories and Subject Descriptors:
[Performance and Reliability]: Quality of Service

General Terms: Performance, Algorithm, Management.

Keywords: Service delivery, monitoring, quality, and man-
agement, e-Business, Service reliability and availability Qual-
ity of service models.

1. INTRODUCTION
With the development of the Service Oriented Architecture
(SOA), organizations often compose complex applications
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from distributed services supported by third party providers.
Under this scenario, large data centers provide services to many
customers by sharing available IT resources. This leads to the
efficient use of resources and the reduction of the operating
cost. The service providers and their customers often nego-
tiate utility based Service Level Agreements (SLAs) to deter-
mine costs and penalties based on the achieved performance
levels. The service provider need to manage its resource to
maximize its profits. Utility based optimization approaches
are commonly used to provide load balancing and to obtain
the optimal trade-off among job classes for Quality of Service
levels. Utility functions are also used as guidelines and for re-
alizing high level trends. One main issues of these systems is
the high variability of the workload. The ratio of the peak load
to light load for Internet applications is usually on the order of
300% [7]. Due to such large variations in loads, it is difficult
to estimate workload requirements in advance, and worst-case
capacity planning is either infeasible or extremely inefficient.
In order to handle workload variations, many data centers have
started to implement autonomic computing infrastructures and
employ self-managing techniques for resource allocations [12,
6, 4]. In such systems, resources are dynamically allocated
among applications considering short-term demand estimates.
The goal is to meet the application requirements while adapt-
ing the IT architecture to workload variations.

Figure 1 shows the hardware architecture of a data center
implementing an autonomic infrastructure. Applications are
allocated and de-allocated on demand on heterogeneous server
clusters by the dispatcher. Each server can run under different
operating systems and instantiate application processes on de-
mand. Operating system, applications and data are accessed
by storage networking technologies (SAN/NAS systems).

The main components of the dispatcher [15] include a mon-
itor, a predictor and a resource allocator. The system monitor
measures the workload and performance metrics of each ap-
plication, identifies requests classes and estimates requests ser-
vice time. The predictor forecasts system load conditions from
load history. The allocator determines the best system config-
uration as well as the assignment of applications to servers.

This paper focuses on the design of a resource allocator for
such service oriented environments. The scheduling policy is
designed to maximize the revenue while balancing the cost
(or energy) of using the resources. The overall profit (util-
ity) includes the revenues and penalties incurred when Qual-


